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INTRODUCTION AND WORKFLOW

Genome-scale metabolic models (GEMs) are a widely-used and - by now - constitute the most compre-
hensive modeling framework for large-scale metabolic networks. The main idea behind this framework is
that most of the information needed to understand metabolic networks is stored in the stoichiometry (=ratios
in which molecules are consumed or formed) of (bio)chemical reactions. By collecting the information
for as many reactions as possible, we can obtain a comprehensive snapshot of themetabolic potential of an
organism, meaning all the interconversions it could do (famously illustrated by the Biochemical Pathways
poster). Thenwe can applymathematical optimization, primarily linear programming, to obtain quantitative
predictions of the fluxes through the metabolic network.

Here, at the Systems Biology Lab, we have a good track-record of successfully creating, curating, and
using genome-scale models to test biological hypotheses. Technically, this history started with the Lactiplan-
tibacillus plantarum - formerly Lactobacillus plantarum - model by Bas Teusink [1]). The models that we have
created and/or used span a wide range of organisms, frommicrobial cells to - increasingly - higher eukary-
otes. We have recently reviewed the potential applications of GEMs in the context of food microbiology [2]
(Figure 1). The current document covers some practical aspects regarding the reconstruction and analysis
of GEMs.

With the increasing number of available genome sequences, themotivation for usingGEMs for hypothesis
testing is at an all-time high. Yet, practice shows that extensive - in many cases manual - curation is essential
for crafting high-quality reconstructions. There are automatic reconstruction pipelines that handle all the
steps that are traditionally done either manually or semi-automatically, yet the resulting models should be
treated as exploratory tool and not complete/high-confidence reconstructions.

In this document, we have tried to summarize the current genome-scale modeling practices in our lab
(Figure 1). This involves several steps: model drafting, model curation, and model analysis. We focus on the
first two steps as model analysis depends strongly on the biological question, and is often done using custom
scripts. This text aims to aid users with little knowledge of the actual procedures behind the concepts to
make their way up the steep, but rewarding, hill of learning how to work with GEMs. Happy modeling!

Figure 1: The overview of the workflow for reconstructing and analyzing GEMs. Figure taken from [2].

4

http://biochemical-pathways.com/


Battjes et al. Genome-scale models are made of this

PRIMER TO Flux Balance Analysis1 We can imagine a metabolic network as a highly-connected pipe system:
matter enters the inlet pipe, flows from one pipe to another, connects another stream of matter, and flows
away through the exhaust pipe. Thus the flux through themetabolic reaction ("pipe") is amount of matter per
unit of time (𝑚𝑜𝑙 𝑠−1 in SI units). We can transform GEMs into optimization (linear programming) problems,
and the most popular method to analyze these models is Flux Balance Analysis (FBA) [4].

FBA assumes that the metabolic network is in a steady-state (=in balanced growth) (𝑁 × 𝑣 = 0, with the 𝑁

being the stoichiometric matrix, and 𝑣 - the flux vector, or the list of flux values through each reaction). We
apply constraints to themetabolic network, so-called flux bounds, and then performoptimizationwith respect
to the objective function: a flux that we want to optimize (minimize/maximize). The result of optimization
is a so-called optimal flux distribution, the numerical values of the 𝑣 which optimize the flux through the
objective function and satisfy the constraints at steady-state.

In most cases, the objective function represents the formation of new biomass, and sometimes is called
biomass objective function (BOF) instead. TheBOFdescribes the quantity of eachbiomass component (proteins,
RNA, DNA . . . ) that is required to produce 1 gram of dry weight (𝑔𝐷𝑊) of cells. When FBA objective is to
maximize the biomass production, FBA will output a solution with the highest biomass yield per limiting
nutrient (see a graphical representation below, adapted from [5]). The growth rate corresponding to the
highest yield solution then is the product of the yield and the nutrient influx into the cell.
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Figure 2: Schematic overview of flux balance analysis. Figure taken from [3].

A unit flux through the BOF would mean that 1 gram of new biomass is produced per time unit and the
specific growth rate is 1. In genome-scale modeling, we usually handle the flux of matter in 𝑚𝑚𝑜𝑙 ℎ−1, and
scale fluxes proportional to the 𝑔𝐷𝑊 of cell biomass (so, the typical dimension is 𝑚𝑚𝑜𝑙 𝑔𝐷𝑊−1 ℎ−1). As we
input the amounts of cell biomass precursors in𝑚𝑚𝑜𝑙 𝑔𝐷𝑊−1, the dimension of the BOF flux is ℎ−1 therefore.
In GEMs, a unit flux through the BOF is equal to the specific growth rate 𝜇 = 1 ℎ−1.

1 SOFTWARE FOR HANDLING GEMS
The first steps, the data collection, usually does not use any specific software to execute. Before we

continue with the actual modeling (reconstruction of a draftmetabolic model), we first will cover the current
options for the basic tools of handling GEMs. Over the years, a multitude of software packages has been
developed for handling GEMs, mostly for use in Python- or MATLAB environments. GEMs are usually
subjected to optimization, namely, linear programming (LP), thus, the choice of linear solver is a recurring
issue - we will briefly discuss the most popular solvers.

1Material taken from [3]
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Keep in mind that there are no predefined routines in any of these packages for many advanced appli-
cations, and you will have to write small original scripts yourself. However, having a good command of
any of these tools will help you automatize many of such steps. Here we will not provide a comprehensive
overview of all the packages, only the most popular ones.

1.1 PYSCES CBMPY

CBMPy (’PySCeS Constraint Based Modelling’) [6] is a GEMmanipulation package written in Python by
our colleague Brett Olivier. Currently, CBMPy supports two LP solvers, CPLEX and GLPK (note that GLPK
implementation is incomplete as for April 2023).

An advantage of the CBMPy philosophy (=how the models are interacted with) is that every variable in
the model is an object - you can call individual compartments, genes, reactions, metabolites, and reaction
reagents. For some, this might seem counter-intuitive, although it starts making sense as you become more
proficient. Brett has extensively documented most of the package functions here and can help with more
advanced issues himself. For most of the model handling, CBMPy is the lab’s package of choice.

1.2 COBRA TOOLBOX

MATLAB-based (’ COnstraint-Based Reconstruction and Analysis’) COBRA Toolbox [7] is developed
primarily in Bernhard Ø. Palsson’s group at the University of California in San Diego. The COBRA Toolbox is
probably the oldest multi-purpose GEMmodeling package in active development. COBRA Toolbox’s website
has a lot of material for new users - tutorials, user manuals, case examples - all of which makes it easier to
adopt. It works with all popular LP solvers: CPLEX, GLPK and Gurobi, as well as the internal MATLAB LP
solver.

For a long time, the COBRA Toolbox used to be pretty much the only choice available (with a notable
exception of CellNetAnalyzer). Many of its the functions are by now implemented in the RAVEN Toolbox as
well [8].

Model handling in the COBRA Toolbox is primarily via function calling, object-based routines are rather
rare - making its philosophy different from CBMPy and COBRApy (see below). Nowadays, a notable issue
of using the COBRA Toolbox is its incomplete adherence of the latest Systems Biology Markup Language
(SBML) standards (currently, the latest standard is SBML Flux Balance Constraints [FBC] v3.2 [9]).

1.3 COBRAPY

With the adoption of Python in the life- and natural sciences (e.g. libraries such as pandas, numpy,
and scipy), many scientific MATLAB packages were ported to Python. COBRApy [10] is the COBRA Toolbox
counterpart in Python. COBRApyworkswithCPLEX,GLPKandGurobi, and follows anobject-basedmodeling
philosophy, similar to CBMPy. A valuable functionality of COBRApy is the interoperability of different model
file types: alongside SBML, COBRApy also supports YAML, JSON, and MATLAB-container models.

COBRApy is probably the most popular GEM toolbox in the scientific community right now, so many
other (more niche) packages are compatible with COBRApy, such as StrainDesign [11] and Escher [12].

1.4 RAVEN TOOLBOX

The RAVEN Toolbox [8] is a multi-purpose toolbox for the generation and curation of genome-scale
models, and is implemented in MATLAB. Model handling in the RAVEN Toolbox is similar to the COBRA
Toolbox: most of the functionality has to be called as separate functions, rather than following an object-
oriented approach (cf. CBMPy). Moreover, many of the recent methods for -omics data integration are
implemented in RAVEN.

1.5 HANDLING GEMS IN JULIA

Julia is a programming language created to combine the ease of use and high-level abstractions of
languages (like Python and MATLAB) with the performance of low-level languages (like C and Fortran). It
can be a valuable option to consider when dealing with very large GEMs that require big clusters and high
performance computing. There are Julia packages which allow handling and analysis of large constrained
metabolic models, notably COBRA.jl (implementation of the COBRA toolbox in Julia) and COBREXA.jl.
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1.6 MOSTLY USED LP/MILP SOLVERS

CPLEX, GLPK and Gurobi are the most popular solvers, but there are more solvers. Recently, they have
been compared quite elaborately [13].

CPLEX IBMCPLEX is a commercial solver for linear programming- (LP) andmixed-integer linear programming-
(MILP) problems which has long been considered the industry standard. For use with Python packages,
there’s a Python API. However, MATLAB support was discontinued from version 12 onwards. Non-academic
users have to buy a license in order to use the solver, but a fully-equipped version is available for academic
users, registered to IBM Academic Initiative (use your university e-mail and credentials).

Warning! There is also a trial free version of CPLEX solver (and academic 𝑣𝑠. trial is easy to mix up),
however, it is restricted to solving LP programs below 1000 variables. Be careful about which version you
download.

Warning for Windows users! After installation on your computer, you need to connect CPLEX to Python
(if you want to use it in Python). For this, you get a command on the last screen before you finish your
installation. OnWindows, you need to run this command in the command line as an administrator (Windows
menu→ e.g. Anaconda Prompt→ on the right, click ‘Run as administrator’). For more detailed installation
instructions, see the GEM handling tutorial in Chapter 8.

GUROBI Gurobi is another leading commercial LP- and MILP-solver. While many Python-based GEM
handling environments preferentially support CPLEX, Gurobi is easy to setup for MATLAB-based tools and,
in general, for other MATLAB packages that perform mathematical optimization. A Python API is also
available and is utilized by COBRApy, but Gurobi is currently not supported by CBMPy. Academic licenses
for Gurobi are available for free by registering with your university e-mail. Every license has to be activated,
see the instructions on the website for your operating system.

GLPK GNU Linear Programming Kit is an open-source - as all GNU things are - library for solving LPs
and MILPs. GLPK has APIs/bindings to both Python and MATLAB environments, and can, in principle, be
used with all the GEM handling packages listed above. There are a couple of issues with using GLPK as the
primary solver: first, commercial solvers apply fast proprietary algorithms to solve LPs, and therefore GLPK
does not exhibit comparable solving efficiency - especially for MILPs. Next, for (programming) beginners,
compiling and setting up GLPK might be a challenging task.

2 COLLECTING THE DATA
2.1 START FROM SCRATCH: ANNOTATING AN UNKNOWN GENOME

To construct a GEM from scratch, a sequenced genome of the organism(s) of interest is required.
Often, the genomic information is stored in a FASTA file, containing contigs. Each contig is composed of

a header (the line starting with ‘>’), followed by a DNA sequence. If your organism is a bacterium which has
been deeply sequenced, then the assembler should give you a FASTA file with just 1 longer contig + n shorter
contigs, where n is the number of plasmids. This is what is usually called a “complete” or “closed” genome.
However, you don’t necessarily need a closed genome to create a GEM. For example, common Illumina short
read sequencing coupled to an established assembler like SPAdes [14] could give you a bacterial assembly of
around 200 contigs. Even those fragmented assemblies should be enough to start building your GEM.

Given your genome assembly, you first need to extract genes from it. In particular, you are interested
in predicting enzyme-coding sequences (CDS). Prodigal [15] is an established gene prediction tool worth
trying. Remember that in this step you are only extracting sequences, and not assigning a function to them.
Gene prediction tools like Prodigal give you the coordinates of the genes relative to their own contig, usually
in generic feature format (gff) or Genbank-like format (gbk). Most importantly, they also give you the
proteome of your organism, i.e. a FASTA file containing all the CDS sequences of your organism translated
to amino acids (usually it has the .faa extension). In the next chapters, you will find out how you can use
this proteome to build up a GEM.

An alternativeway to get a reliable proteome out of your genome is to use the online tool, eggNOG-mapper
(eggNOG-mapper). This tool automatically assigns open reading frames (ORFs) and maps them to known
CDS in databases. The output is a complete proteome in FASTA format accompanied by an informative
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sheet on the mapped proteins. The FASTA file can be readily used in further GEM construction. The default
settings of the mapper are usually sufficient but can be manipulated if necessary.

2.2 OBTAINING ANNOTATED PROTEOMES

If your target organism’s genome has already been sequenced, there is a good chance that the annotated
proteome (and perhaps reference proteome as well) will be published in at least one of the following
databases: UniProt or NCBI Genome. That said, the "reference proteome" from UniProt in many cases
requires manual curation of the entries and the reference proteome might be incomplete. It is therefore
recommended to use the NCBI Genome assembly instead: NCBI uses internally developed pipelines to
annotate newly submitted genomes de novo (see the manual for the NCBI Eukaryotic Genome Annotation
Pipeline). On the Assembly page, select "Download", click on "Protein FASTA (.faa)" and make sure that
RefSeq is the only data source checked (uncheck GenBank).

2.3 SELECTION OF TEMPLATE MODEL(S) AND PROTEOME(S)

A good first step is to locate your target organism in the NCBI Taxonomy database. This interactive tool
allows you to see the "neighboring" organisms in the taxonomy tree. These might be good candidates as your
second most preferred template, if a metabolic reconstruction is available. Many tools allow you to rank
models, i.e. prioritize obtaining reactions fromModel #1, rather than Model #2 during the reconstruction
process.

For all things GEM, the primary database is BiGG. There, you can also find many previously published
GEMs, as well as a reaction and metabolite database. It is highly recommended, where possible, to use the
models deposited on BiGG as template models to ensure compatibility.

3 RECONSTRUCTING THE DRAFT MODEL
In this text, we will focus on template-based GEM reconstruction, which can be performed using several

tools [8, 16]. In the process, a draft model is generated from the genome of an organism by homology
prediction against one or more existing metabolic models ("templates"). Preferably, these models are ranked
in the order of closeness to the organism of interest. An alternative to the template-based approach is de
novo or ab initio reconstruction. Ab initiomethods are conceptually similar to template-based approaches,
but they mainly resort on information mining frommetabolic pathway databases, such as KeGG or MetaCyc.

Rather than going fully purist on either ab initio or template-based approaches, these two are usually
treated as complementary to each other. In such a case, template-based reconstruction would be performed
to generate a draft model with a reliable core of well-annotated reactions from existing models. This first
draft can then be combined with the de novo reconstruction to include organism-specific reactions that are
absent in used template models.

3.1 METADRAFT

MetaDraft is a tool for automated GEM reconstruction based on BiGG models, which makes use of
the CBMPy modelling framework. The tool uses an annotated proteome as input (.faa/.fasta). As every
BiGG model comes with GPRs, the input proteome is compared to one or several BiGG proteomes. This
comparison is done through Inparanoid in combination with an offline BLAST version. Inparanoid is an
algorithm that is specialized in orthology selection.

When selecting multiple BiGG models as templates for draft reconstruction, the priority of the template
models can be set. If one gene of the input proteome has multiple homology hits in different models, with
differing reaction labels, the GPR homology from the model with highest priority is picked. You could argue
that the priority of the template models be set according to phylogenetic distance. The Metadraft GUI makes
it easy to select the preferred mapped reaction if desired. The same goes for homologous gene hits within
one template model.

Another handy functionality of Metadraft is the option to upload any template model that you prefer. The
model has to be loadable by the CBMPy function cbmpy.loadModel(). Beware that if the template model is
not labeled in BiGG format, meaning that if multiple draft models are used, similar reactions with different
labeling are added to the draft reconstruction.
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3.2 RAVEN TOOLBOX

The RAVEN Toolbox (see Section 1 for details on the software itself) method getModelFromHomology() is
used for generating draft models. The routine determines homologous enzymes by running a bidirectional
protein BLAST (getBlast()). Then, the draft model is generated using getModelFromHomology(). Most of
the parameters that one can tweak are related to the homology cut-offs for the bidirectional BLAST output:
the minimal identity of the sequences (default: 40%), the minimal length of amino acid chain (default: 200),
and so on.

The required inputs are:

• The annotated proteome (.faa/.fasta) file of the target organism

• Template models and their proteomes

Tip! How to generate the proteome of the template model: obtain the list of genes present in that model,
preferably in some useful identifier schema (UniProt ID works the best but also consider other formats, like
NCBI Gene, Ensembl, etc.). Then use the IDMapping feature of the UniProt website to match your identifiers.
Finally, in the Results window, select Download > FASTA.

Warning! Make sure your gene identifiers in the model (without the G_ prefix) and in the .fasta file
match, otherwise the algorithm will not detect them.

3.3 CARVEME

The traditional bottom-up approaches described above can be either replaced or complemented by the
top-down approach implemented in CarveMe [17]. Instead of starting from the organism’s genome and
finding the reactions corresponding to its metabolic genes, CarveMe relies on a (semi-)manually curated
universal draft model, which includes all the reactions available in BiGG. This universal model is then
converted into an organism-specific model by removing reactions and metabolites unlikely to be present in
the given organism, in light of its genome. Finally, the model undergoes a round of automatic gap-filling.

This approach allows for an automated and parallelizable reconstruction of ready-to-use (i.e. capable
to grow) GEMs. These features make this tool really popular for microbial community modeling starting
frommetagenomic data. However, this strategy comes with several drawbacks, which make it not perfectly
suited for generating high quality drafts.

CarveMe is affected by several problems, some of which are consequence of the CarveMe code itself,
others of which are consequence of how the BiGG database is structured (CarveMe is based on BiGG). What
follows refers to CarveMe v1.5.2.

(I) The generated GPRs are sub-optimal. Highly similar genes are not taken into account during the GPR
generation. Moreover, the original protein complex definitions are never checked. You can find more
information at Issue #180 and Issue #182. Both these issues depend on the CarveMe code itself.

(II) False positive reactions are included. CarveMe produces "FBA-ready" models, i.e. models that grow
out-of-the-box. To accomplish this, a gap-filling step is performed internally, without the option to skip it.
As a consequence, false positive reactions are included, with no associated GPR.

(III) Metabolites and reactions are not consistent. This is a problem inherited from the BiGG database.
In BiGG, the same metabolite can appear in different models, with different IDs, different formulas, and
different charges. For example, the cytosolic metabolite indole is encoded in the majority of models with ID
indole, but the model iSynCJ816 encodes it as ind. Since CarveMe uses all the bacterial models available in
BiGG to build its universe, your model in output could contain both ind_c and indole_c. Be aware.

4 MAKE IT GROW: GAPFILLING OF THE DRAFT MODEL
Now that the initial draft model is constructed it still contains gaps in the network that have to be filled.

Gaps need to be filled to either consume or produce metabolites and biomass intermediates. There are
several reasons why the initial draft model reconstruction pipeline did not pick up on the missing reactions.
It is good to understand these reasons as it will help to fill the different gaps within the network. The reasons
might be, but are not limited to, the following: (I) no gene is known for the missing reaction; (II) it is a
non-catalyzed reaction; (III) the gene is already associated to another reaction. Keep in mind that there is
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no need to fill all the gaps in the model. The most important gaps to fill are the ones that we require to get
good predictions of growth and metabolite production or consumption.

4.1 MANUAL GAPFILLING STRATEGIES

To performmanual gapfilling, a good strategy is to pick a metabolite that you want the model to produce
and then track the metabolic route back to where the first gap is found. To do so, the pathway has to be
looked up, or known. This is particularly relevant for secondary metabolites that are organism-specific; in
such a case, one might have to implement completely new pathways leading to the desired product. As an
example, we could consider taurine synthesis pathway (Figure 3), which differs for mammals (shown in the
Figure 3) vs. other classes of organisms.

Figure 3:Mammalian taurine synthesis from cysteine. Picture taken fromWikimedia Commons.

Ideally, the biochemistry of these reactions (redox carriers, other cofactors) is known, otherwise
one has to make an educated guess. For instance, for many biosynthetic processes, redox cofactors are
NADP+/NADPH, instead of NAD+/NADH. For C1 biochemistry, it’s important to discriminate between the
potential C1 moiety donors etc.

A good source of data for this process is untargeted metabolomics: you can treat the annotated peaks as
evidence that a metabolite can be transported and/or produced by the metabolic network. Based on the
matrix (cell extracts 𝑣𝑠. supernatants/excreted fluids), one might also deduce whether the metabolites can
leave the cell (think of transport processes, see below).Warning for multicellular organisms!When looking
at extracellular fluids, be aware that the compounds might be of microbial origin (local microbiota) or come
from the food/complex diet these organisms receive (in case of sampling tissues that food passes). Consult
literature to determine the origin of these metabolites.

4.2 (SEMI-)AUTOMATIC GAPFILLING STRATEGIES

As with manual strategies, the semi-automatic ones usually rely on custom scripts and imagination.
Here we will consider a case study of model curation where we can speed up the process by setting a loop.

One of the typical issues of curation is cross-compartment transport. This happens largely for two
reasons: first, metabolite exchange reactions (see Section 4.4 for more details) are not transferred from
template models due to lack of GPRs. Similarly, in most models of bacteria, the transport of metabolites
from the extracellular compartment (e) to the periplasm (p) is usually assumed to be passive diffusion
(typical BiGG reaction identifiers end with tex). Next, transport processes usually form a large gap in
our biochemical understanding since determining transport types (facilitated diffusion/active transport),
stoichiometry (coupled transport and the direction of co-substrate transport) and, inmany cases, transporter
promiscuity is a headache for experimentalists and theoreticians alike. This translates into models having
very incomplete information and, as a consequence, the model drafting algorithms do not pick up these
reactions "to be transferred" into the new draft model.

To automate the process, one could set up a couple of loops: first, for each metabolite in extracellular
compartment, add an exchange reaction. Then, loop over metabolites in a selected compartment which are
present in another compartment, but do not share a reaction where the stoichiometric coefficients have
opposite signs. In that case there are a couple of options:

• search for transport reaction in the template model or

• add passive transport reactions 𝑆𝑐𝑜𝑚𝑝1 ←→ 𝑆𝑐𝑜𝑚𝑝2

The next curation strategy is gapfilling to enable the newmodel to produce biomass from its "typical
diet". One can write a relatively simple routine to do semi-automatic gap-filling to extract the fastest routes
from the template model for individual biomass components to be produced. A good algorithm to do this
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would be to create a sink for every biomass constituent in the template model and perform parsimonious
FBA (pFBA) (see Section 6.1) to obtain a predicted pathway. This sort of gapfilling can be justified if one has a
trustworthy template model, i.e. most of the reactions identified by pFBA are in the target model already.

4.3 FORMULATING (DUMMY) BIOMASS EQUATION

A common objective function for these models is the biomass equation. To make a biomass equation
you need to know the composition of the cell. A biomass equation can have different levels of detail. More
coarse-grained biomass equations (e.g. with classes of molecules rather than details) may need additional
dummy reactions to make that biomass component. At the most basic level the macromolecular content of
the cell is defined (i.e., weight fraction of DNA, RNA, protein, lipid, etc.) in combination with themetabolites
that make up each macromolecular group. Keep in mind that if a compound is not part of the biomass
equation there may be no need to produce it and the corresponding pathway may not be active in your
simulation. As many cells are composed of the same macromolecules, the main challenge is to get the right
associated weight fractions. For that reason you could start with a biomass equation from a related organism
or cell-type and change the weight fractions for your context. It may also be good to knowmore about the
physiology of your organism/cell. E.g. human keratinocytes make lots of keratine, which may mean high
protein content and a skewing towards specific amino acids. Note that the fractions in the biomass equation
may have a strong influence on the flux distributions. For more reading on the biomass equation, see here
[18].

4.4 ADDING EXCHANGE AND TRANSPORT REACTIONS

Exchange reactions are needed for metabolites that need to enter or leave the cell from the external
space. So far, we have explored the fundamental components of GEMs, consisting of curated reactions
and their corresponding metabolites. Before we can compute and solve these networks, we need to define
boundary conditions for the model. These boundary conditions encompass the fluxes and their associated
metabolites that operate at the "edge" of our model.

One prevalent type of boundary reaction involves the provision or "creation" of metabolites in the extra-
cellular space, known as an exchange reaction. This exchange reaction represents the flow of metabolites
from inside our system to ’nothing’. The reaction is defined as follows:

𝑆𝑒 ⇐⇒ (1)

In the case of glucose, the equation will read:

𝐺𝑙𝑢𝑐𝑜𝑠𝑒𝑒 ⇐⇒ (2)

The exchange reactions can carry either a negative or a positive flux, indicating the direction ofmetabolite
flow into (negative) or out (positive) of our system. Both types of exchanges are essential, as the change in
concentration of all metabolite, including external ones, should be zero to maintain steady state. If there is
no exchange flux (in or out), the metabolite depletes or accumulates (i.e. its concentration changes).

In some (rare) cases, a compound is produced for which no evidence of further conversion or export is
present. This can happen for example in essential reaction for biomass production, where such a compound
is formed as a byproduct. In these cases, a so-called sink reaction can be added to avoid numerical problems.
A sink reaction is essentially the same as an exchange reaction, but the compound is removed from the
intracellular space.

In the SBML file the boundary condition is specified by a Boolean attribute on the Species object. This
attribute determines whether the metabolite can cross the system boundary, i.e., whether it is involved in
exchange reactions with the external environment. However, it is worth noting that sometimes the exchange
reaction can be identified solely through the use of an EX prefix in the identifier. In these cases, the presence
of the EX prefix signals that the corresponding reaction serves as an exchange reaction for the associated
metabolite.

Alongside exchange reactions, another set of reactions has to be created for metabolite transport from
the extracellular space to the cell. Again, using the example of glucose (reversible passive transport, like in
Saccharomyces cerevisiae [19]):

𝐺𝑙𝑢𝑐𝑜𝑠𝑒𝑒 ⇐⇒ 𝐺𝑙𝑢𝑐𝑜𝑠𝑒𝑐 (3)
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Multi-compartment reconstructions will also need transport reactions to get metabolites from one com-
partment to another. Neither type of reaction is typically well-annotated for a given genome, so information
is often obtained from biochemical or physiological evidence. It may be difficult to associate genes to these
reactions (which would have an effect on gene-knockout analyses). This also means that, if constructed
from template models, your draft reconstruction does not contain any exchange reactions and will lack
unannotated transport reactions.

4.5 REPRESENTING THE GROWTH MEDIUM

The representation of the growth medium is an important aspect of genome-scale metabolic modeling.
Like the biomass definition, an accurate medium definition is a prerequisite to get accurate quantitative
predictions out of a GEM. The "environments", or growthmedia, are represented in GEMs using the exchange
reactions (see Section 4.4). Setting the lower- and upper flux bounds of exchange reactions to non-zero
values means that the corresponding metabolite can enter/leave the system. There are three ways to set the
bounds for exchange reactions, and thus to represent the external environment of a cell. Here, we describe
them in preferential order of use:

1. specifying the experimentally determined uptake and secretion rates;

2. calculating hypothetical maximal uptake fluxes from the substrate concentrations;

3. specifying the concentrations of the available chemical species.

4.5.1 SPECIFYING EXPERIMENTALLY DETERMINED UPTAKE FLUXES The exchange reactions describe specific rates
expressed as 𝑚𝑚𝑜𝑙/𝑔𝐷𝑊/ℎ, and the maximisation of the biomass assembly will take units 1/ℎ, representing
the maximum theoretical specific growth rate 𝜇. As pointed out in the previous section, these fluxes can
represent uptake or secretion, and someof themcanbe experimentallymeasured. Whilewater and inorganic
ions are often considered to be non-limiting, exchange reactions for nutrients like carbon sources require
more attention. Given a compound, its uptake/secretion rate is usually organism- and context-specific, so
the experimental conditions to model should be decided with care. Rates are determined at the steady-state,
so the data from a chemostat are simpler to use: given a substrate and a bacteria growing at a dilution rate
𝐷, the specific uptake rate of the substrate can be computed as:

𝑣𝑢𝑝𝑡𝑎𝑘𝑒 = 𝐷(𝑆 𝑓 − 𝑆𝑟)/𝑋 (4)

where 𝐷 is the dilution rate (1/ℎ), 𝑆 𝑓 and 𝑆𝑟 are the substrate concentrations respectively in the feed and
in the bioreactor (𝑚𝑚𝑜𝑙/𝐿), and 𝑋 is the biomass concentration in the bioreactor (𝑔𝐷𝑊/𝐿).

Often, especially when modelling higher eukaryotes, exchange rates are not measured. Then, we want
to limit the capabilities of our model in a different way.

4.5.2 APPROXIMATING UPTAKE FLUXES FROM SUBSTRATE CONCENTRATIONS If an experiment is performed in a
batch culture, as is usually the case for surface-adherent mammalian cells, an estimate of a maximal uptake
flux can also be made. To do this, we need to know, or be able to approximate, the molar amount (usually
𝑚𝑚𝑜𝑙; NOTE: not a concentration!) of the growth-medium components (𝑆𝑖); the dry weight per cell (𝑚𝑐𝑒𝑙𝑙,
usually in gram dry weight, or gDW ) and the number of cells the culture (𝑛𝑖𝑛𝑖𝑡𝑖𝑎𝑙), or the total dry weight of
the culture (𝑚𝑐𝑒𝑙𝑙 × 𝑛𝑖𝑛𝑖𝑡𝑖𝑎𝑙), when the media was added (𝑡 = 0); and the time spent on the batch of medium
before refreshing (𝜏, usually in hours).

Knowing this, we can construct an equation for converting molar amounts of available substrate into
lower bounds for the exchange fluxes (𝐿𝐵𝑖) for each component in the culture:

𝐿𝐵𝑖 = −1.0 ×
𝑆𝑖

𝑚𝑐𝑒𝑙𝑙 × 𝑛𝑖𝑛𝑖𝑡𝑖𝑎𝑙
× 1

𝜏
(5)

In which the coefficient -1.0 is added in line with the convention that uptake from the extracellular
compartment has a negative flux value. This equation yields a lower flux bound for an exchange function
with with units of 𝑚𝑚𝑜𝑙/𝑔𝐷𝑊/ℎ (or similar). Note that the exercise of setting amaximal uptake flux requires
two assumptions for each available substrate two main assumptions associated with this calculation:
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1. The total cellular dry weight does not decrease over time (neither 𝑚𝑐𝑒𝑙𝑙 nor 𝑛𝑖𝑛𝑖𝑡𝑖𝑎𝑙 decrease; cells don’t
die or lose weight)

• If it did, the size of the denominator would decrease, thereby increasing the magnitude of the
lower bound

• Note that it is not a problem if the cells grow or multiply, as this would decrease the magnitude
of the lower bound, meaning that the "actual" lower bound would still fall within our specified
range (given the range goes up to at least 0)

2. The component in the growth medium is fully depleted after 𝜏 amount of time

• This assumption is obviously false for most components, since we are interested in a hypotheticla
maximal uptake flux, the maximum is reached when the component is fully consumed.

Also, the modeler should pay attention to which species are forming in solution, like the ions formed from
dissolved salts. For example, if both MgSO4 and ZnSO4 salts are added to the medium, the bound through
the exchange reaction for the sulphate ion SO 2–

4 should account for both. We normally assume that the
exchange bounds in GEMs come from chemically defined media, but in principle complex media could also
be modeled, if it’s possible to obtain their measured/approximated composition (for example: what is the
amino acid content of 8 𝑔/𝐿 of meat extract?). Please see [20] for further reading.

4.5.3 SPECIFYING MOLAR SUBSTRATE AMOUNTS (ADVANCED) The unit of measure of the exchange reactions is
𝑚𝑚𝑜𝑙, and the objective value of the FBA - if the biomass assembly is set as objective - will be the amount of
biomass produced in 𝑔𝐷𝑊. If the biomass yield (𝑔𝐷𝑊/𝑚𝑚𝑜𝑙) is the desired output, divide by the amount of
substrate that was utilized. Since wet-lab liquid media recipes often have components expressed in 𝑔/𝐿, it
is necessary to convert them to molar amounts using the appropriate molecular weights (𝑔/𝑚𝑜𝑙) and the
volume of the medium (𝐿). Note that we are working with molar amounts, and not concentrations. We
cannot use concentrations because the volume of the cell will determine the intracellular concentration,
so the extracellular concentration cannot be transferred directly to the intracellular concentration. Note,
again, that all sources of the various ions should be considered and that complex media can also be modeled
given certain assumptions, as mentioned above.

5 MODEL CURATION
5.1 CHECKS TO RUN

When the model is (almost) finished, there are some ‘sanity checks’ that should be performed to rule out
some common, but avoidable, mistakes. There are some tools that can help with this.

5.1.1 BLOCKED REACTIONS First, it does not make sense to have a reaction in your model that cannot carry
a flux. We call this a ’blocked reaction’. Before you use your model, you should check whether you have
blocked reactions. Some toolboxes, such as COBRApy, have specific functions to check this2. CBMPy has
a function3 that finds reactions with only a substrate or a product. If your preferred tool does not have a
specific function, you can run Flux Variability Analysis (FVA, see Section 6.1) on all of your reactions and
search for the ones with minimal and maximal flux of 0. It is good to be aware of these reactions, as they
are either (i) a knowledge gap (unidentified reaction/enzyme missing) or (ii) an artifact. However, in the
latter case we do not need to remove them as they do not carry flux anyways but could do so under other
conditions.

5.1.2 SPONTANEOUS ATP PRODUCTION The next sanity check is for the spontaneous production of metabolites.
The usual routine is as follows: without an external input, themodel should not be able to phosphorylate ADP
into ATP and then hydrolyze it (carry non-zero flux through ATP maintenance-like reaction). To implement
this, one should add a hydrolysis reaction

𝐴𝑇𝑃 + 𝐻2𝑂→ 𝐴𝐷𝑃 + 𝑃𝑖 + 𝐻+ (6)
2cobra.flux_analysis.find_blocked_reactions()
3cbmpy.CBTools.findDeadEndReactions()
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set it as optimization objective, and set all the exchange bounds to [0;1000]. If no ATP can be produced from
totally nothing, another check could be opening an exchange reaction for oxygen uptake only (EX_O2_e to
[-1000;1000]. Some potentially spontaneous generation cycles do not need external carbon but do require
oxygen.

5.1.3 DEAD-END AND ORPHAN METABOLITES Similarly, it does not make sense to have metabolites in your model
that cannot be fully converted. If a metabolite can be produced, but not consumed it is called a ‘dead-end
metabolite’. If a metabolite can be consumed, but not produced, it is called an ‘orphan metabolite’. CBMPy
has a function4 to find dead-end and orphan metabolites (both named dead-end metabolites).

5.1.4 ELEMENTAL AND CHARGE CONSERVATION In addition, all reactions in the model should have elemental
and charge conservation. Otherwise, mass could be created/lost in the model, allowing unrealistic/futile
cycles to appear in your model simulations. An example of such a cycle could be an unbalanced reaction in
the human genome-scale model Recon3D [21] which would spontaneously produce C2H4moieties which
then could be used for ATP production without external carbon- or energy source. Both COBRApy5 and
CBMPy6 have functions to check this.

5.2 SBML FEATURES TO STORE ANNOTATIONS

SBML standard specification has several tools to assist modelers to organize large amounts of information
on different model objects. The completeness of annotations might influence the downstream applications
(e.g. extraction of context-specific models, see Chapter 7), so compiling a comprehensive annotations set
is highly advised. Also, as highlighted later (see Section 5.3), MEMOTE scoring heavily depends on the
completeness of annotations. There are two SBML features to consider: the SBML Groups, and the MIRIAM
annotations. MIRIAM ("Minimum Information Required In The Annotation of Models") is a community
effort to encourage modelers to spend time and effort on the model annotation. Since MIRIAM was created
with interoperability in mind, multiple identifiers (from different sources) can be assigned to the same
object using this format.

For basic annotation of reactions, one can leverage the support of SBML Groups: every object can be
assigned to multiple groups. This is mostly applied to reactions, where we group them in a coarse-grained
manner according to the place of this reaction in the metabolic network (also called "Subsystems"). These
descriptors can be really coarse, e.g. "Central carbonmetabolism", or more fine-grained, "Lysine catabolism".
Alongside metabolic functions, typical subsystems in the models are "Exchange/demand reactions" and
"Transport reactions". The best practice here is to keep the subsystems relatively coarse-grained, as it
helps you to group elements that you would like to inspect together. A moderate number of subsystems
might simplify the visualization and interpretation of, for instance, new constraints introduced (# of active
reactions/non-zero fluxes), or generation of context-specific models (omics-driven reduction of metabolic
networks, see below).

TheMIRIAMterms (e.g. alternative identifiers) canbe added for anymodel object viaaddMIRIAMannotation()
routine in CBMPy. It is good practice to label as many things as possible, although complete coverage of
identifiers seems to be the most beneficial for genes and metabolites - and less so for reactions. For every
gene, one should add at least one type of gene identifier: e.g., Ensembl Genome ID, UniProt KB accession
code, NCBI Gene (formerly Entrez) identifier, or NCBI Protein ID. NCBI Transcript IDs are less encouraged,
especially for organisms capable of alternative splicing. The most useful mapping schema for metabolites is
ChEBI (Chemical Entities of Biological Interest), although alternatives are available.

Next, model objects can be assigned so-called Systems Biology Ontology (SBO) Terms (similar to the
GO Terms), The standard form of these terms is, again, similar to GO Terms, e.g., SBO:0000627. They
can be added to the model in the same way as other MIRIAM identifiers. Recently, a tool for automatic
assignment of SBO Terms was published, SBOannotator [22], which detects the nature of the reaction
(metabolic/transport/exchange etc.) and assigns SBO Terms accordingly. The presence of these annotations
is also scored in the MEMOTE pipeline, as detailed below.

4cbmpy.CBTools.findDeadEndMetabolites()
5cobra.manipulation.validate.check_mass_balance()
6cbmpy.CBTools.checkReactionBalanceElemental()
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5.3 MEMOTE

MEMOTE [23] is a tool to score how comprehensive the annotations of your GEM are. Since the web
server seems to be discontinued (as of September 2023), the only option left is to install it either from the
GitHub repository or install via pip directly. The method to use from the command line is report, and the
command to run is as follows: memote report snapshot <model.xml>. The tool runs a multitude of tests
to check the consistency of stoichiometric matrix, scores the (completeness of the) annotations, and does
some other sanity checks and tests. However, only the first two items are scored in a final numerical output,
ranging from 0 to 100%. The use of running MEMOTE is not to report its final score in the paper (although
you are welcome to do so), but use it to identify gaps in annotation.

Often MEMOTE is mentioned in publications to showcase the performance of a model. However, the
score of a model checked with MEMOTE consists mostly out of the presence or absence of annotations.

6 RUNNING THE MODEL
6.1 FLUX BALANCE ANALYSIS

The most used application of GEMs is flux balance analysis (FBA). For a concise overview on the back-
ground of FBA, see [4] and the introduction of this text. Alongside the vanilla FBA, many different analyses
based on the principles of FBA exist, and a couple of most used follow-up analyses are discussed below.

PARSIMONIOUS FBA Parsimonious FBA (pFBA) is a routine used in genome-scale modeling to obtain flux
distributions with a reduced solution space. pFBA addresses the problem of obtaining a single flux distribu-
tion out of large solution space which might include fluxes that are not zero but cancel out other fluxes. The
fundamental assumption is that cells minimize the amount of enzymes needed to sustain metabolism, and
therefore carry only the fluxes that they absolutely need, while all other fluxes are kept at zero.

We run two sequential optimizations: first, the usual FBA to obtain the initial flux distribution and the
optimal value of the optimization function. This value is then set as an additional constraint for the following
optimization round: a new linear program (LP) is formed which minimizes the sum of absolute fluxes.
Therefore, pFBA is sometimes also called "FBA with minimization of absolute fluxes".

FLUX VARIABILITY ANALYSIS Flux variability analysis (FVA) is used to determine the minimal and the maximal
value of a flux under certain conditions at the optimal objective function value. This can be used to validate
the uniqueness of your solution.

6.2 SOFTWARE COMMANDS FOR RUNNING FBA

Most previously mentioned software packages have built-in functions for performing FBA.

CBMPY CBMPy has separate functions for the LP solvers it works with (GLPK7 and CPLEX8). These functions
take a CBModel object as an input. In these methods, the method of the solver can be set using the method
argument. See the documentation for the different options. When this function is used, the CBModel object
that was used as input is updated and now contains the information about the optimal fluxes generated.
From this object, the stoichiometricmatrix can be easily retrieved using the buildStoichMatrix() function.

COBRA AND RAVEN The COBRA Toolbox uses the solveCbModel() wrapper to perform FBA, and parsimo-
nious FBA can be run using the pFBA() command. For FVA, fluxVariability() wrapper is used. In a
similar spirit to COBRA Toolbox, RAVEN command solveLP() will perform FBA (RAVEN currently contains
no pFBA and FVA implementations).

COBRAPY COBRApy performs ’normal’ FBA when the model.optimize() function is called. The preferred
solver can be set in general (using the functions in cobra.Configuration()). The optimization function
returns a cobra.core.solution object, from which the fluxes, objective value, shadow prices and reduced
costs can be obtained. It is more difficult to generate the stoichiometric matrix using COBRApy, which limits
some analyses (e.g. matrix rank computation, see Section 7.2). Generally, COBRApy is user friendly to work
with and can generate useful summaries that are well-readable in Jupyter Notebooks.

7cbmpy.CBCPLEX.cplx_analyzeModel()
8cbmpy.CBGLPK.glpk_analyzeModel()
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6.3 SENSITIVITY ANALYSIS

Unlike the kinetic models, whose parameter space can be extensively analyzed in terms of the sensitivity
of simulations to the parameter values, stoichiometric models have only a very limited set of follow-up
analyses we can employ to infer the sensitivity of the solutions. These come from the very foundational
theory of linear programming, and therefore bear names which can be easily associated with economics:
(i) reduced costs-, and (ii) shadow prices analysis. In the following paragraphs we’ll provide an intuitive
explanation of these concepts.

REDUCED COSTS A reduced cost describes how the change of the bound value affects the objective function
value. Normally we consider the fluxes that are at one (or both, in case of equality constraints) of their
bounds for this operation. For example, typically at least an exchange flux is hitting its lower (or upper)
bound in your FBA solution. In such cases, we call the exchange flux at its bound an "active constraint", or, if
the optimization objective is biomass formation, "growth-limiting". Why? To confirm the validity of this
claim you can consider a thought experiment: if you change the flux bounds from the defaults inside the
cell, it is very unlikely the flux distribution will change. Meanwhile, your FBA solution will contain at least
one exchange flux at its bound, and increasing the module of the flux bound will affect your solution (see
Figure 4, left panel). The reduced costs are actually outputted by the simplex algorithm for every reaction9

and can be obtained alongside the FBA solution.
Mathematically, we define reduced costs as a ratio 𝑟𝑖 =

𝛿𝑣𝑜𝑏 𝑗
𝛿𝑏𝑖

between the change of the objective function
value 𝛿𝑣𝑜𝑏 𝑗 and increment of the flux bound for the 𝑣𝑖, 𝛿𝑏𝑖. The reduced costs could also be scaled, where we
scale both terms by their original values: 𝑟𝑠,𝑖 =

𝛿𝑣𝑜𝑏 𝑗
𝛿𝑏𝑖

𝑏𝑖
𝑣𝑜𝑏 𝑗
. If the 𝑟𝑠,𝑖 equals 1, we can conclude that the flux 𝑣𝑖

is the only one limiting growth (sanity check: the objective value increases by the same magnitude as the
limiting flux value).

SHADOW PRICES Shadow prices describe the influence of metabolite import on the objective function value.
Imagine a situation where a metabolite which can be used to "ramp up" your objective function value
becomes available in the environment "for free", e.g., adding an additional nutrient to existing growthmedia
(media supplementation). Then we describe the shadow price (Figure 4, right panel) of the metabolite 𝑗 as
a ratio 𝑠 𝑗 =

𝛿𝑣𝑜𝑏 𝑗
𝑣 𝑗 𝑖𝑚𝑝𝑜𝑟𝑡

between the change of the objective function value 𝛿𝑣𝑜𝑏 𝑗 and the flux value of the "free"
import of metabolite 𝑗, 𝑣 𝑗 𝑖𝑚𝑝𝑜𝑟𝑡.

Figure 4: The visual interpretation of the reduced costs (left) and shadow prices (right). In the reduced costs
scenario, the maximal flux through exchange reaction 𝑣𝑒𝑥 is increased by 𝛿𝑣𝑒𝑥, and the value of the objective flux
𝑣𝑜𝑏 𝑗 increases by 𝛿𝑣𝑜𝑏 𝑗. In the shadow prices scenario, the shadow price for metabolite B is computed by adding a
source flux (𝑣4 in the example) and computing the ratio between the increase of objective flux 𝛿𝑣𝑜𝑏 𝑗 and the value
of 𝑣4.

9cobrapy: call solution object solution.to_frame(), the reduced costs is one of the columns of the corresponding pandas DataFrame;
cbmpy: use cbmpy.CBCPLEX.getReducedCosts() or cbmpy.CBGLPK.getReducedCosts() method to obtain a dictionary of reduced costs.
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7 ADVANCED MODEL HANDLING
7.1 VISUALIZATION OF NETWORKS

Escher [12] is a web-based visualization tool for GEM solutions. In addition, a Python API is available
for visualization, which works well with Jupyter Notebooks. Escher is compatible with COBRApy notations,
while CBMPy results need to be converted first. Basically, Escher takes a combination (dictionary) of reaction
(or gene) names and flux values, and maps it on a vector file with arrows for the correct reactions.

This vector file is the map that is your visualization. For model organisms, such as E. coli, S. cerevisiae and
human, there are template maps available for the central carbon metabolism for some models (ecolicore,
iJO1366, iMM904 and RECON1). These can be used as a starting point. However, if you use different models
for the same organism, notation might be different for some reactions. Then, the map needs to be adapted.
For different organisms, a newmap needs to be created, or for a similar organism, one of the template maps
can be adapted. This is quite a tedious job.

7.2 VERIFYING THE NUMERICAL ACCURACY OF THE SOLUTION

The solution of FBA is determined by the constraints that were imposed, which are often the substrate
uptake rate and the non-growth associated maintenance. Such a solution consists of a linear combination of
a number of elementary flux modes (EFMs), where the number is equal to the amount of active constraints
(for more details and mathematics, see [24]). To check the correctness of the solution, the rank of the active
stoichiometric matrix (S) and the amount of columns can be checked according to Eq. 7. Note that this only
works with the stoichiometric matrix where (i) all reversible reactions have been split into a forward and a
reverse reaction and (ii) the reactions carrying zero flux are removed.

𝑛𝑐𝑜𝑙𝑢𝑚𝑛𝑠,𝑆 = 𝑟𝑎𝑛𝑘(𝑆) + 𝑛𝑎𝑐𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 (7)

Using this approach, inconsistencies that are below the numerical tolerance bounds of the solver (which
are usually 10-6 for CPLEX by default) can be determined. For example, in E. colimodel iML1515 [25], the
biotin uptake bounds are [0, 1000], which means that biotin can only be exported, while it is essential for
growth. Because the stoichiometric coefficient for biotin in the biomass reaction is very low, the solution
often remains feasible. Using this approach, a discrepancy in Eq. 7 will be found.

7.3 SETTING A SUITABLE SOLVER METHOD

On the background of GEM-handling software, a linear program is solved using a certain method. Most
of the time, the (front-end) software used by genome scale modellers, such as cobrapy or cbmpy, is coupled
to another software, such as CPLEX or GLPK (see Section 1.6), that solves the linear program. As linear
programming has been used for decades for very complicated problems, very fast and efficient computing
methods have been developed to solve them. The solution that is found is always a combination of rays
(corresponding to thermodynamically infeasible irreversible cycles in a GEM), linealities (corresponding to
reversible cycles) and vertices (corresponding to a route from a source to a sink metabolite) [26] (Figure 5).
Visually, all possible solutions to a linear program form a polyhedral cone in the flux space. An optimal
solution is always at a cornerpoint [27]; intuitively, if something is maximized (or minimized), it is pushed to
a limit, which you can imagine visually as almost leaving a space, thus it ends up in a corner. The corners
are spanned by the vertices (also see Figure 1 for an illustration).

However, a solution can still be optimal when a combination of vertices (routes from source to sink)
meeting in a corner is used at the same time as a lineality (a cycle). An example of a lineality in a genome-
scale model is back-and-forth transport of a molecule over a membrane without any transportation costs.
This transport can occur with any value up until its bounds, without influencing the objective function value.
However, this is a flux we are not interested in, as it has no effect whatsoever and will only create noise in
our flux distributions. In addition, if you imagine that a cell has a limited amount of proteins it can express,
and the proteins are needed to make such cycles run, it is unlikely that an ‘optimal’ cell has such cycles. Rays
are even more irrelevant as they are thermodynamically infeasible.

So, what can we do practically? Different solvers use different methods to walk around the solution space
toward the optimum. Interior point solvers move through the interior of the solution space, as the name
suggests. This results in a solution that can contain linealities. On the other hand, a simplex solver moves
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Figure 5: Visual representation of vertices, rays and linealities. Figure taken from [24].

along the vertices of the solution space. As a consequence, only a combination of vertices can be found as
the optimal solution. Interior point methods are supposedly faster and more efficient than simplex models,
however in practice, it does not make a big difference for GEMs of microbial metabolisms (≤5000 reactions).

CBMPy has the option to force CPLEX or GLPK to use a simplex algorithm. This can be done in the
analyzeModel() functions or the doFBA() function, by setting the option method. When using GLPK, set
method=‘s’, which is also the default. When using CPLEX, there is an option for both a primal and a dual
simplex solver (method=‘p’ or ‘d’, respectively). However, this does result in a flux distribution with cycles
(linealities), whereas using GLPK does not have this problem. Thus, it is recommended to use GLPK if a true
simplex solution is required. A disadvantage is that GLPK is a bit slower than CPLEX, so when working with
big models, this might become a problem. COBRApy currently does not have an easily accessible option to
choose the solver that is used.

Note. Using a simplexmethod as a solver yields the same solution as using parsimonious FBA (see Section
6.1).

7.4 CONTEXT-SPECIFIC MODELS

Genome-scale reconstructions contain all of the reactions encoded for by the genome of an organism (as
well as some non-genome-associated reactions). However, only subset of proteins is expressed in specific
cells under a given condition, leading to the development of strategies to restrict GEMs only to the reactions
that are expressed in the cell under study under the relevant conditions [28]. These are referred to as
context-specific models. The process of removing non-relevant reactions while keeping in the relevant ones is
calledmodel restriction ormodel extraction. Differentmodel extraction methods (MEMs) have been developed,
all of them in the form of algorithms that start with a generic GEM and end with a restricted subset of that
GEMmeeting some criteria. The nature of the criteria according to which reactions are removed or retained
is what differentiates different MEMs. Robaina Estevéz and Nikoloski [28] define three families of MEMs,
each named after its first representative:

1. GIMME-like

2. iMAT-like

3. MBA-like

7.4.1 GIMME-LIKE ALGORITHMS GIMME-like (Gene inactivation moderated by metabolism and expression) al-
gorithms solve two LP problems. First, they optimise one (or a set of) Required Metabolic Function(s)
(RMFs, a given production rate of lactate or a given biomass production flux, for instance). All reactions
with insufficient evidence (e.g., expression levels below a set threshold) are removed. The model then
tests whether it can perform its RMFs to a set degree (e.g. 90% of the optimised value). If it cannot, it
systematically reinserts removed reactions. To decide which reactions to reinsert, GIMME calculates an
inconsistency score, which is the product of the flux required through the reinserted reaction and the distance
between the measured expression level and the previously set threshold (𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡). This
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results in a weighted penalty which is minimised to find the most consistent set of reactions to reinsert. This
is the second LP problem. A major advantage is that RMFs constrain the solution space further than the
expression data alone, which has been shown to make for more accurate models [29]. A distinct feature is
the use of flux- and evidence-weighted inconsistency scores, which the algorithm also provides as a report
with the reduced model.

This family includes the original GIMME algorithm itself [30], as well as its descendants, GIMMEp [31],
and GIM3E [32]. GIMMEp allegedly allows for the easier integration of proteomics data, although its imple-
mentation is not well-described. GIM3E allows for the integration of metabolomics data as well assigning
penalty value to all reactions instead of only reactions with expression levels below the threshold. This does,
however, render the second LP problem a MILP problem, which is more computationally expensive.

7.4.2 IMAT-LIKE ALGORITHMS This family, similarly to the GIMME-like family, tries to match the maximal
number of reaction states (active or inactive) with expression data (expressed or not expressed). However,
different to GIMME, the original members of this family did not require pre-set metabolic functions. It
was argued that this is an advantage, as RMFs are optimised and optimisation objectives are tricky to
define, especially in multicellular organisms. Instead, iMAT-like algorithms seek a flux distribution which
maximises the number of reactions with evidence (expression above a threshold) that carry flux above a
certain threshold while minimising the number of reactions without evidence that do. Reactions carrying
flux are retained while those that do not, are discarded. Shlomi et al. [33], who made the first familty-
member, iMAT, justify this intuitively by arguing that not all gene products (mRNA or protein) are necessarily
detected, while detected proteins might be post-translationally inactivated (or detected mRNAmight not
form a functional enzyme). The mathematical formulation of this type of algorithm results in an MILP in
which a binary variable (as opposed to GIMME’s weighted inconsistency scores) denotes whether a reaction
should be included or not. The most condordant flux distribution is sought.

As mentioned, the first member of this family was iMAT (integrative Metabolic Analysis Tool [33], named
post facto after an online tool for performing the algorithm [34]). It was followed by INIT (Integrative Network
Inference for Tissues, [35]) algorithms, as well as the descendants of INIT: the task-driven INIT (tINIT, [36])
and the fast task-driven INIT (ftINIT, [37]).

INIT expanded on the logic of iMAT by allowing the designation of metabolites that needed to be
produced. This was done specifically with the multicellular organisms in mind, in which cells often do not
simply optimise growth but rather use their metabolic machinery to produce metabolites for use elsewhere
in the body. The production of these metabolites are not mandated, but positively weighted while the flux
distribution most concordant with the data is sought. tINIT goes further by allowing the user to predefine a
set ofmetabolic functions that need to be performed alongside the optimisation done by INIT e.g., "regardless
of the data, x amount of biomass needs to be produced from y amount of substrate". ftINITwas developed to
reduce the computational cost of tINIT by reformulating the MILP and splitting network minimisation into
two substeps. This reduced evaluation time by more than an order of magnitude, e.g. by merging linearly
dependent reactions in the optimisation. However, be wary that simplifications could lead to oversights.
The inquisitive reader is referred to the orignal article [37]. INIT, tINIT, and ftINIT are integrated into the
RAVEN toolbox [38], making them quite user-friendly.

7.4.3 MBA-LIKE ALGORITHMS MBA-like algorithms start with an a priori classification of reactions as either
belonging to a core, or not. This core is the set of reactions for which positive evidence was found. This
includes data (transcriptomics or proteomics) as well as literature. Once the core has been defined, these
methodsprune theGEMbyeliminatingnon-core reactionswhilemaintainingflux consistency. Flux consistency
is attained when no reactions in the model are blocked (carrying no flux). Another major distinction of
MBA-like algorithms is that they do not return a flux prediction, only a context-specific reconstruction. The
advantage of this family of MEMs is that they allow for the integration or large amounts of evidence and
expert input, which places very useful constraints on the solution space. Reactions for which overwhelming
evidence is available, also from literature, can be forced into the final model. MBA-like MEMs also do
not require RMFs, which means that the problem of specifying a metabolic objective is sidestepped. The
family includes the originalMBA (Model Building Algorithm, [39]),mCADRE (metabolic Context-specificity
Assessed by Deterministic Reaction Evaluation, [40], FASTCORE [41], and CORDA Cost Optimisation Reaction
Dependency Assessment, [42].
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MBA allows the designation of high-likelihood (CH) and moderate-likelihood (CM) core reactions. CH
cannot be removed, while CM reactions can be pruned at a penalty. The remaining reactions are non-core
(NC) and are removed at a benefit to the penalty score. The score is maximised while maintaining flux
consistency. In MBA, the order in which reactions are pruned determines the possible outcomes, so the
process is usually repeated (e.g. 1000 times) and the candidate models aggregated.

mCADRE includes a second type of evidence - connectivity-based evidence which includes proximity to
reactions with high evidence as evidence in and of its self. This is particularly useful for scoring reactions
without (known) gene associations. mCADRE also ranks non-core reactions based on evidence and removes
them in order from least evidence to most. This provides an order to the pruning process, abrogating
the need for multiple iterations. mCADRE also allows core reactions to be pruned (core is flexible) under
certain, limited conditions, and also allows for the designation of key metabolites that must be made by the
restricted model.

FASTCORE also relies on the predesignation of reactions as core or non-core, but then maximises
cardinality through the core while minimising cardinality outside the core. The distinction is subtle, but
important: maximising cardinality means that the number of reactions that can carry flux is maximised
instead of maximising the flux through the set of core reactions. This is a softer objective and allows
decreased computation time.

Finally, CORDA is unique in that it performs a dependency assessment: first, reactions are designated as
high (HC), medium (MC) or negative confidence (NC), or other (OT, no evidence); a pseudometabolite is
added as a product of every reaction in the model, which represents a cost (more undesirable reactions have
higher stoichiometries for this metabolite); the model is initialised with HC reactions, and then MC and
NC reactions are added back as required - all the while minimising the production the pseudometabolite -
to allow the already-included reactions to carry flux; finally, OT reactions associated with any reaction in
the model are added back. The strength of this approach is that is doesn’t require a MILP to be solved, only
FBAs, which reduces computational cost. Since the production of the pseudometabolite is minimised, the
criteria is also softer: a reaction need not strictly speaking be necessary, but it reduces the flux through
undesirable reactions.

7.5 CHOOSING THE RIGHT MEM

The MEM employed by a user will depend on the genome-scale reconstruction to be restricted, the
amount and quality of the available data, the biological expertise of the user, computational power and time
available, and on the ease of defining RMFs. Molversmyr et al. [43] make some interesting observations
on the performance of various algorithms in extracting a salmon liver model from an existing generic
salmon GEM (SALARECON). They observe that iMAT, INIT, and GIMME reduce the model much more than
FASTCORE, MBA, and mCADRE, indicating that the former three make "more context-specific" models.
GIMME had the shortest computation time, followed by FASTCORE, then iMAT, thenMBA andmCADRE, and
finally INIT. Finally, it bears mentioning that GIMME was the only MEM to produce models with significant
variance in principal component scores explained by life-stage. Based on the method, the following diagram
from Robaina and Estevéz [28] is a useful summary of the different MEM families (Figure 6).

7.6 STRAIN-SPECIFIC MODELS

When working with bacteria, we know that different strains of the same species exhibit different phe-
notypes. They may have evolved differently due to geographic isolation, different selection pressures,
horizontal gene transfer events, and so on. GEMs are usually bound to a genome, and thus they are specific
for a particular strain (think about Bas’ Lactoplantibacillusmodel which was mentioned during the Introduc-
tion: it was made for the strain WCFS1). Therefore, using a GEM built on a different strain from the one you
are studying could yield misleading results.

The strain-specificity of your GEMs is even more important when you are trying to use modeling as a
tool to explore the biodiversity of a species. In this kind of study, you typically have hundreds of strains of
which to produce a GEM (see [44] for one of the earliest examples). This deck of GEMs can subsequently be
used to predict strain-specific auxotrophies, growth-enabling sugars, and so on.

Strain-specific GEMs are usually produced by subtraction, in a way conceptually similar to the restriction
procedures described above. In practical terms, you take a curated GEM as your reference, make a copy
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Figure 6: Optimal choice of methodologies when tackling a context-specific reconstruction problem. The choice
can be made by answering a few questions, in a flowchart manner, related to: demand of model extraction and
flux prediction, knowledge on a required metabolic functionality, the type of experimental data available or the
computational platform. Figure taken from [28].

of it, and then you remove the genes (and thereby the reactions) that are not present in your strain, but
are found in the reference strain. This reference GEM should be representative of the entire species and is
usually built on a pan-genome instead of single genome.

Now, let’s take a few steps back. First we collect some good quality genome assemblies of our strains.
Then we apply the same method for CDS prediction as discussed in Section 2.2, obtaining a proteome for
each strain. Next we compute the pan-genome of the species using a dedicated tool like the established
Roary [45] or similar, providing as input the deck of proteomes. Such tools basically create groups or
clusters of highly similar genes and then select one gene as representative sequence for that cluster (for
example, the fructose-1,6-bisphosphate aldolases of all the strains are grouped together under the same
cluster_0123, and the one coming from the WCFS1 strain is selected as representative). These tools usually
return two important outputs: 1) the presence-absence matrix, a table indicating for each strain which
clusters it harbours; 2) a FASTAfilewith the representative sequences. At this point, we use the representative
sequences to build a GEM that we could call the pan-model, comprising of all the features of our species
and encoding gene clusters instead of the usual strain-specific genes. Of course it must be curated like any
other model, following the principles already discussed in Section 5.

Taking the pan-model as reference, we can create strain-specific GEMs by subtraction as described above,
reading the presence-absence matrix to know which clusters to remove. Finally, we convert (rename) each
gene cluster to the original strain-specific gene names. These last steps can now be automated by recently
developed tools like Bactabolize [46], but be aware that you must provide the reference model yourself. For
more details on strain-specific GEMs generation, refer to the 2019 Nature Protocol Extension [47].
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7.7 COMMUNITY MODELS

In addition of single organisms, GEMs can also represent an entire microbial community. These com-
munity GEMs can be of two types:

• bag-of-genes models, where all reactions are grouped in the same compartment, regardless the
organism they belong to.

• compartmentalized community matrix, where each organism is represented as a different compart-
ment.

The first type of model can be generated as any single organism GEM, just using the metagenome as starting
point. Despite their simplicity and high level of approximation, bag-of genes models can be useful to assess
the overall metabolic capabilities of a microbial community.

On the other hand, compartmentalized community GEMs can capturemore specific features ofmicrobial
communities, e.g. competition for substrates, cross-feeding, division of labour (subdivision of complex
pathways into multiple organisms), etc. This type of model can be constructed by merging the individual
GEMs of the individual organisms as different compartments in communication with the same extracellular
space.

Constraint-based methods can then be applied to community models, but some additional aspects must
be taken into account. Primarily, the type of objective function to use and the ratio in which each organism
is present in the community need to be decided on.

There are different options for the objective function. One is to optimize the growth of each organism
separately, but at the same time to allow the uptake of the byproducts secreted by the other organisms. This
way can model competition and "costless" cross-feeding of byproducts (see for example [48]).

Another possibility is to set a community objective (typically the sum of the biomasses of all the organ-
isms). This approach allows the modelling of "costly" cross-feeding interactions, but tends to unnaturally
favor the organism with the highest yield on the limiting substrate. This issue can be solved using experi-
mental data (see, for example, [49]), or assuming a balanced growth of the community, as done by cFBA [50]
and SteadyCom [51].

Finally is possible to combine these two options in a bilevel optimization, optimizing individual fitness
first, and then community fitness. This is done, for example, in d-OptCom [52].

8 USEFUL RESOURCES
The Jupyter notebooks are uploaded to a Google Drive, and you can use the Google Colab service to run

them in cloud (press "Open in Google Colab"). Alternatively, download the notebooks to your local machine.

1. A tutorial on how to construct a toy FBA model in CBMPy (originally written for the Basic Models of
Biological Networks course taught at the VU).

2. The GEM handling tutorial that is usually given to students starting their internships on genome-scale
modeling.
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9 DATA TYPES AND INDEX

Table 1: Data used for GEMs, their uses, and where to find information on the data type within this guide.

Data Data type General use Chapter

sequenced genome of organism(s) FASTA
Get open reading frames (ORF)

Enzyme coding sequences (CDS)
3;7.6

ORF or CDS gff, gbk, fasta Reconstruction of metabolic model 3

GEM xml Metabolic modeling 3

untargeted metabolomics Gap filling 4.1

biomass composition Biomass equation 4.3

13C metabolomics Intracellular fluxes

Expression profiling data

(transcriptomics and proteomics)

Context specific model; model

restriction or model extraction
7

Flux data (uptake and secretion rates) Growth rate prediction 4.5

Yield data Biomass concentration prediction 4.5

Media composition (concentrations) Defining media composition 4.5
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